Amorphous graphene: a constituent part of low density amorphous carbon†
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In this paper, we provide evidence that low density nano-porous amorphous carbon (a-C) consists of interconnected regions of amorphous graphene (a-G). We include experimental information in producing models, while retaining the power and accuracy of \textit{ab initio} methods with no biasing assumptions. Our models are highly disordered with predominant sp$^2$ bonding and ring connectivity mainly of sizes 5–8. The structural, dynamical and electronic signatures of our 3-D amorphous graphene are similar to those of monolayer amorphous graphene. We predict an extended x-ray absorption fine structure (EXAFS) signature of amorphous graphene. Electronic density of states calculations for 3-D amorphous graphene reveal similarity to monolayer amorphous graphene and the system is non conducting.

1 Introduction

Amorphous graphene (a-G), an idealized 2-D structure consisting of 5-6-7 polygons with predominant sp$^2$ bonding, has presented a challenge for extraction. This has been achieved by exposure of an electron beam to a crystalline/pristine graphene (p-graphene) sheet, to produce an amorphous monolayer.\(^1\) Similarly, a-G has been modeled by introducing 5 and 7 membered rings with a Wooten-Weaire-Winer (WWW) scheme.\(^2-5\)

The advancement and understanding of amorphous materials has been limited by conventional simulations.\(^6\) A generic approach, “melt quenching” (MQ) via molecular dynamics (MD), is limited by its quenching rate, and model size (for \textit{ab initio} interactions). Meanwhile, the MQ models prepared using inter-atomic potentials directly depend upon the choice of inter-atomic interactions. A recent work of Li \textit{et al.} has highlighted this by comparing models of amorphous carbon prepared using Tersoff, REBO, and ReaxFF potentials. Alternatively, tight-binding molecular-dynamics (TBMD)\(^7\) and its hybrid modifications\(^8\) are also used as an efficient alternative to model amorphous solids. In contrast, high-precision experimental data from diffraction, infrared (IR), and nuclear magnetic resonance (NMR) are readily available. The reverse Monte Carlo (RMC) method is used to determine the structure of complex materials by inverting experimental diffraction data. This method often leads to unsatisfactory and unphysical results, as scattering data lack sufficient information to uniquely resolve local structural features. This difficulty in the inversion of experimental data has led to several attempts with multiple experimental constraints, which is a difficult optimization problem, and use of hybrid schemes of RMC.\(^9-12\) Hybrid methods incorporate an additional penalty function based on the force fields to the conventional structural refinement of the RMC method. Several variations and implementation of these hybrid approaches have been discussed elsewhere. In this work, we have used a recently developed hybrid approach, namely the FEAR (force enhanced atomic refinement) method, \textit{ab initio} structural refinement technique, to provide clear evidence that low density phases of carbide-derived carbon (CDC)\(^13-16\) are a form of three dimensional a-G (warped, wrapped 2D a-G sheets with ring disorder and defects).

FEAR is a means to invert diffraction data and simultaneously determine coordinates at a suitable \textit{ab initio} energy minimum, starting from a random configuration. FEAR is an efficient and robust method to model different amorphous systems. It has been so far successfully applied to a-Si, a-SiO$_2$, Ag-doped GeSe$_3$ and a-C at various densities.\(^17-20\) In the case of amorphous silicon, FEAR has been successfully implemented for up to 1024 atoms.\(^21\)

2 Methodology and models

To tersely recapitulate FEAR, we begin with some definitions. If $V(X_1, \ldots, X_n)$ is the energy functional for atomic coordinates $\{X_i\}$
and $\chi^2$ measures the discrepancy between (say) a diffraction experiment and a computer model, we seek to find a set of atomic coordinates $\{X_i\}$ with the property that $V = \chi^2$ is within the experimental error. FEAR consists of (i) producing a random structural model at an assumed density, (ii) invoking $N$ accepted moves with the Reverse Monte Carlo (RMC) method followed by $M$ conjugate-gradient (CG) relaxation steps using ab initio interactions. We then iterate (ii) to convergence (fitting the experimental data and finding a suitable minimum of DFT interactions). Accurate and unbiased chemical information is included in the CG step.

In this paper, a random starting configuration is employed along with the code RMCP$\text{Profile}^{24}$ with values of $M = 1$ and $N \sim 100$, respectively. We have used silicon carbide-derived nanoporous carbon (SiC-CDC) at a density of 0.95 g cm$^{-3}$ as our experimental data. We have used a maximum RMC step size of 0.15–0.375 Å, restricting the minimum approach distance between atoms to 1.05 Å, a fixed spacing of 0.02 Å and 0.04 weight of the experimental data. The relaxation step was performed with single-$\zeta$ basis, periodic boundary conditions and Harris functional at a constant volume using the DFT code SIESTA. Finally, we relax the converged models using the Vienna ab initio package (VASP). All the calculations were performed with a single $k$-point $I(k = 0)$ and the local density approximation, and PAW potentials. We started with random initial configurations, and made FEAR models with 216, 648 and 800 atoms. We observe in passing that FEAR is computationally highly advantageous compared to MQ, requiring far fewer calls to the ab initio code (in the FEAR CG step). We explore reproducibility with models containing 216, 648 and 800 atoms, and show that a consistent network topology emerges.

To explain and interpret the results, we have created MQ models with 648 and 216 atoms. The 648-atom MQ model was equilibrated at 7000 K, then cooled to 300 K, and after further equilibration at 300 K, was relaxed using the CG method. This process required 50 ps of total simulation time. Due to the large size of the system we have used the DFT code SIESTA with the Harris functional to form this model. We have also created a 216-atom MQ model with the help of the plane wave DFT code VASP, using the local-density approximation with the Ceperley–Alder (CA) exchange correlation functional. The VASP model was first equilibrated at 7500 K and then quenched to 300 K in multiple steps over a total simulation time of 42 ps using a time step of 2 fs. A plane wave cut off of 350 eV and energy difference criteria of $10^{-4}$ was chosen for the simulation. These are typical simulation times used in preparing accurate models of amorphous systems. In addition, we discuss crystalline/pristine graphene (p-graphene, 800 atoms) and a schwarzite model (792 atoms) for comparison. The details are summarized in Table S1, ESI$^1$.

### 3 Results and discussion

In Fig. 1, we show the topology of our models. $sp^2$ bonding (in orange) dominates each of these structures. 3-D amorphous graphene has a few $sp^3$ bonded sites ($\sim 11\%$) which mainly connect one $sp^2$ graphene fragment to another. Similarly, a few $sp$ bonded sites appear in both 3-D and 2-D amorphous graphene. In Fig. 2 (left panel), we compare our results with the experimental results of nano-porous silicon carbide derived carbon (SiC-CDC) at a density of 0.95 g cm$^{-3}$. We observe good agreement with the experiment (by construction), while a slight deviation is observed upon complete ab initio (VASP) relaxation. We have plotted the radial distribution function $g(r)$ for the four models and the static structure factor $S(Q)$ in Fig. 2 (right panel). The 3-D a-graphene model has the first nearest-neighbor distance at 1.42 Å and the second nearest-neighbor distance at 2.45 Å, the same as the crystalline graphene model. Meanwhile, the 2-D a-graphene model$^1$ reveals a second peak in $g(r)$ with the second nearest-neighbor at 2.38 Å, suggesting a broader distribution of bond-angles than the 3-D a-graphene model$^7$ (see Fig. 3 (right panel)).

† It is worth noting that the melt-quench (MQ) process depends on cooling rate. However, our earlier study done for several models of amorphous carbon at different cooling rates showed only slight differences in bonding ($sp$, $sp^2$ and $sp^3$) preferences without much change in other observables such as electronic density of states or vibrational properties. Recently it has been shown that very slow quenching rate improves the quality of MQ models. These simulations are very extended and do not seem to be an efficient way to model amorphous systems. FEAR produces models with DFT accuracy taking less CPU time. Computationally speaking, our 216 atom FEAR model presented here requires 1/4 the time used for the 216 atom VASP (MQ) model (Table S1, ESI$^1$) and requires total force calls of ($\sim 6000–8000$) to obtain a converged model.
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Fig. 1 Structure models: (a) 3-D a-graphene (800 atom), (b) 3-D a-graphene (648 atom), (c) 2-D a-graphene, and (d) 3-D schwarzite. Color coding: purple ($sp^3$), orange ($sp^2$), green ($sp$) and red (singly bonded).
Both 2-D and 3-D a-graphene exhibit a bond angle distribution (BAD) with a peak at around $\sim 120^\circ$. The full width at half maximum of the BAD has a value of 27.45° and 26.65° for 2-D and 3-D graphene, respectively. It is observed that with high sp$^2$ concentration, BAD is centered around 117.0°. The plot of the static structure factor $S(Q)$ for 2-D and 3-D a-graphene shows a striking similarity between these structures. We obtain similar structures with a melt-quench approach with the $ab$ initio code VASP (Fig. 1 and Table S1, ESI†).

In Fig. 3, the ring distribution shows that both 2-D and 3-D a-graphene have ring structures of various sizes (mostly 5, 6 and 7), as in shungite. In contrast, both schwarzite and p-graphene exhibit 6-membered rings (exception: schwarzite has few 7-membered rings). We have also computed extended X-ray absorption fine structure (EXAFS) for our four models (see Fig. 4). EXAFS is valuable for the first-shell information. We observe strong structural correlation of 3-D graphene and 2-D graphene in our EXAFS plot, whereas pristine graphene and schwarzite structures distinctively differ from these structures. We show EXAFS signatures differentiating 2-D and 3-D a-G (a peak at $\sim 2.2 \text{ Å}$, see Fig. 4).

The electronic density of states (EDOS) and vibrational density of states (VDOS) are reported next. The low energy modes are related to the mechanical properties and low temperature thermal conductivity of a material. The force constant matrix was obtained from a finite difference method displacing every atom in 6-directions ($/C_{6x}$, $/C_{6y}$, $/C_{6z}$) with a small displacement of 0.015 cm$^{-1}$. The first three frequencies arising due to supercell translations which are very close to zero are neglected in our calculation and all our other frequencies are positive (no imaginary modes). Once again due to the gigantic size of our model, we have employed the Harris functional to our advantage with a double-$\zeta$ basis (see details). Our 3-D amorphous graphene shows two distinctive components in VDOS (Fig. 5 (left panel)). A sharp peak around $\sim 814 \text{ cm}^{-1}$
and a broader peak at \( \sim 1300 \text{ cm}^{-1} \), and a narrow neck is observed at \( \sim 470 \text{ cm}^{-1} \). We have a surprising match of VDOS for our model and 2-D amorphous graphene. The VDOS for crystalline graphene and schwarzite reveal a different profile to amorphous graphene. The pristine graphene VDOS peaks are observed at: \( \sim 490 \text{ cm}^{-1} \), \( \sim 678 \text{ cm}^{-1} \) and \( \sim 1460 \text{ cm}^{-1} \), with peak intensities and position quite different to amorphous graphene. We associate the peak at \( \sim 814 \text{ cm}^{-1} \) with a-graphene and a peak around \( \sim 1460 \text{ cm}^{-1} \) for p-graphene as signature peaks.

In Fig. 5 (right panel), we report the EDOS for these four models. The EDOS for both 3-D and 2-D graphene exhibit a striking similarity, and various defects (sp\(^3\) and sp) and topology seem to have a modest effect. A similar observation was also seen in a ZrC-CDC structure.\(^{14}\) Separate computations (not shown here) are in agreement with the previously established result of Van Tuan et al.\(^{44}\) which showed that these materials are non-conducting. We note that the EDOS of crystalline graphene and schwarzite are quite distinct from that of their amorphous counterpart. We define the inverse participation ratios for vibrations and electrons as:

\[
J = \frac{\sum_{i=1}^{N} |u_j|^4}{\left( \sum_{j=1}^{N} |u_j|^2 \right)^2}
\]

\[
J_c(n) = \frac{\sum_{i=1}^{N} |a_i|^4}{\left( \sum_{i=1}^{N} |a_i|^2 \right)^2}
\]

where, \( (u_j) \) is the normalized eigenvector of the \( j \)th mode and \( a_i \) are the components of the eigenvector projected onto atomic s, p, and d states.

The electronic and vibrational states of amorphous solids are affected by disorder present in the structure. The localization of electronic/vibrational states can be quantified by computing the inverse participation ratio (IPR).\(^{45}\) A completely localized state would have an IPR value of unity while an extended state has a value of \((1/N)\), i.e. distributed over \( N \) atoms. Vibrational IPR is evaluated using the obtained normalized displacement vectors \( (u_j) \) as shown in eqn (1).\(^{46}\) Similarly, the localization of the \( n \)th electronic state is computed as shown in eqn (2), where \( a_i \) is the component of the eigenvector projected onto the atomic s, p and d states (obtained from VASP).\(^{45,47}\) By comparison of the localization of states for both 2D and 3D a-graphene near the Fermi energy, we see mostly extended states with few weakly localized states. We again obtain vibrational modes that are mostly extended, with a few localized modes around \( \sim 1800–2000 \text{ cm}^{-1} \). We further dissect the VDOS and EDOS into sp, sp\(^2\) and sp\(^3\) contributions to gain further insight into the 3D a-graphene model (Fig. 6). The decomposed VDOS shows that sp\(^2\) bonding clearly dominates the vibrational spectrum.
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Fig. 5 (Left panel) Plot and comparison of the vibrational density of states for the four models. The 3-D graphene (a-carbon) has excellent similarity to the 2-D a-graphene. Yellow dots represent vibrational inverse participation ratio (IPR, eqn (1)). (Right panel) Plot and comparison of EDOS \((E_F = 0 \text{ eV})\) and localization (IPR, yellow dots, eqn (2)).

Fig. 6 (Left panel) Plot of total, (sp\(^3\), sp\(^2\), sp) projected VDOS and vibrational IPR for the 3-D a-graphene model. (Right panel) Plot showing total, (sp\(^3\), sp\(^2\) and sp) projected EDOS and electronic IPR for the 3-D a-graphene model.
Furthermore, we can clearly observe the narrow neck at $\sim 470$ cm$^{-1}$, seen in 2D a-G. We further decompose the vibrational localization into sp, sp$^2$ and sp$^3$ components. Most localization in this system is contributed by the sp and sp$^3$ bonds. Decomposition of EDOS into sp, sp$^2$ and sp$^3$ contributions shows quite an interesting result. The sp and sp$^3$ bonding atoms have almost no effect on the electronic properties both at the conduction band and deep into the valence band. Similar to VDOS, most of the electronic localization is due to sp and sp$^3$ bonded carbon networks. We have computed specific heat in the harmonic approximation, and $C_v(T)$ for the four models shows a similar pattern at high temperatures, with p-graphene showing slight deviation compared to the other models (see Fig. 7). The inset shows more prominent changes at the lower temperatures (0 K to 100 K). The two amorphous graphene models (2-D and 3-D) increase with the same slope between 0 K and 100 K. Meanwhile, a deviation from a-graphene is seen for the case of p-graphene and schwarzite.

### 4 Conclusions

In summary, we have shown that a-C with a density of 0.95 g cm$^{-3}$ is a form of a-G. We provide a detailed analysis of our model by computing structural, vibrational and electronic properties and comparing to 2D amorphous graphene along with other sp$^2$ structures. Surprisingly, bonding defects ($\sim 11\%$ sp$^3$ and $\sim 11\%$ sp) have little effect on the properties like EDOS and VDOS.
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