Atomistic Structure of Band-Tail States in Amorphous Silicon
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We compute accurate approximations of the electronic states near the gap in a very large and realistic model of $a$-Si. The spatial structure of the states is computed explicitly and discussed. The character of the local to the extended (Anderson) transition in amorphous Si is described. The density of states, the conductivity, and doping are discussed.

PACS numbers: 71.23.Cq, 61.43.Dq, 78.66.Jg

The nature of the band-tail states in amorphous semiconductors is of both fundamental and applied interest. Since the seminal work of Anderson [1] it has been known that disorder induces localization of electron states. The detailed understanding of this has been a field of tremendous activity in condensed matter theory. In the parlance of amorphous semiconductors, the nature of the electron localization is determined by the microscopic structure of the band-tail and midgap eigenstates and the dependence of this structure on the energy of the state. In this Letter, we report the first explicit microscopic calculations of the band-tail states using a very large and realistic 4096 atom model of $a$-Si (a cube about 43 Å on a side), generated by Djordjevic, Thorpe, and Wooten [2]. A related calculation for amorphous diamond has been published recently [3]. This paper goes well beyond related earlier work [4] on 216 or fewer atom cells, which accurately modeled deep gap states, but was limited in showing their ability to model tail states.

A localized-to-extended [1,5] transition occurs near both the valence and conduction band tails in $a$-Si, since midgap states are bound to be Anderson localized in a realistic model of $a$-Si and, likewise, states well into the valence or conduction bands (beyond the mobility edges) are extended. While this picture is certainly valid, it is also qualitative, and details, such as the exact nature of the mobility edge, are still controversial. Within finite-size limitations of our model, we indicate qualitative features of the transition that are robust and salient to real $a$-Si and that we suspect are relevant to any topologically disordered insulator.

For applications, and for any transport experiments on $a$-Si [6], the gap and band-tail states are of interest. For example, in a lightly boron doped ($p$-type) sample of $a$-Si:H, one can expect that states much like the ones we report near the valence edge will be responsible for the conduction [7]. Any atomistic approach to computing conductivity and transport properties must start from calculations of the electron states near the Fermi level as we compute for a very large cell of $a$-Si for the first time in this paper.

The approximations of this paper are as follows: (1) An orthogonal tight-binding Hamiltonian [8] with one $s$ and three $p$ basis functions per site and (2) the 4096 atom supercell model of $a$-Si proposed in Ref. [2]. The tight-binding model is an imperfect means of modeling electronic structure, but calculations [4] demonstrate that the qualitative features of the localization of electronic states due to disorder and their qualitative placement compares well to experiment or to more sophisticated theory [9]. The supercell model of Djordjevic and coworkers has been discussed in detail in the literature [2]. It has a pair distribution function, bond angle distribution, and, as we will show, electronic properties in rather good and uniform agreement with experiment. It has no three-coordinated (dangling bond) sites. In addition, we have relaxed a 512 atom model constructed analogously [2] to the 4096 atom cell studied here with local basis.

Since the Hamiltonian we are using involves four basis functions per atom, the dimension of the Hamiltonian matrix $H$ is $N = 4 \times 4096 = 16384$. This is too large to exactly diagonalize with traditional methods [10]. Since the matrix is sparse (because the range of the tight-binding matrix elements is small), a small subset of the complete set of eigenstates of the matrix can be computed essentially exactly with a Lanczos [10] technique. We use our maximum entropy method [11] to compute the global density of states.

We estimate the electrical conductivity of the model, using the Kubo formula [12] for the ac conductivity,

$$
\sigma(\omega) = \frac{2\pi e^2}{3m^2 \Omega \omega} \sum_{i,k} \frac{(f_i - f_k)}{|M_{i,k}|^2} \times \delta(E_k - E_i - \hbar \omega),
$$

where $M_{i,k} = \langle \psi_i | \hat{P} | \psi_k \rangle$ is the momentum operator matrix element between eigenstates $\psi_i$ and $\psi_k$, $\Omega$ is the cell volume, and $E_i$ is the energy of state $i$. $f_i$ is the Fermi-Dirac distribution function evaluated at energy $E_i$. By inspection of the Kubo formula, it is clear that the localization of the states overlap (and momentum matrix elements), and proximity in energy to each other and to the Fermi level are primary determinants of the dc conductivity. Thermal (electron-phonon) effects are also quite important at $T > 0$; we discuss this elsewhere [13].
The density of states for H is reproduced in Fig. 1(a): the global structure of the density of states is shown in the inset. The valence edge shows more tailing than the conduction edge: this is consistent with experiments [14] and theory [15] which show that the valence tail is primarily due to structural disorder, while the conduction tail is much more sensitive to temperature and originates in thermal disorder. Since this is a zero temperature calculation, the relatively greater width of the valence tailing is to be expected. The solid curve of Fig. 1(a) is the maximum entropy fit to the density of states, and the predicted conductivity from the inverse participation ratio (IPR): \( \psi_n = \sum_{i=1}^{N} a^i_n e^{-E_i} \), where \( \psi_n \) is the n'th eigenvector and \( \phi_i \) is one of the N orthogonal (tight-binding) basis orbitals. The IPR for ideally extended states is near 1.0, and an ideally localized state (on one basis orbital) would yield \( I = N \). Figure 1(b) shows a smooth falloff in IPR as energy (doping) changes from midgap (say, near 0.5 eV) into the valence tail (near 0.0 eV). If the exact position of the eigenvalues from Fig. 1(b) are fit to an exponential form for the tail (dashed curve in Fig. 1(a)), we get almost exactly the same tail as from maximum entropy. In Fig. 1(c), we estimate the dc conductivity using the Kubo formula [12], where in this plot, the abscissa indicates the position of Fermi level changes in the visualization. However, the basic structure of the curve is very perfectly monotonic. For energies deeper into the valence band of width 190 meV as estimated with the fit shown in the inset. 400 moments and 50 random vectors were used (Ref. [11]). The valence band tail is approximately exponential with width of 190 meV as estimated with the fitting function (dashed line). (b) Energies and localization [from inverse participation ratio—IPR (see text)] of gap states from Lanczos calculation. Large IPR implies more spatial localization. The letters illustrate the location in energy of the eigenstates depicted in Fig. 2. (c) The estimated dc conductivity as a function of doping (location of the Fermi level) computed with the Kubo formula [Eq. (1)].

![Fig. 1. Electronic states in the band-gap region: (a) Electronic density of states (DOS) computed by the maximum-entropy technique [11]. The total DOS is condensed in the graph shown in the inset. 400 moments and 50 random vectors were used (Ref. [11]). The valence band tail is approximately exponential with width of 190 meV as estimated with the fitting function (dashed line). (b) Energies and localization [from inverse participation ratio—IPR (see text)] of gap states from Lanczos calculation. Large IPR implies more spatial localization. The letters illustrate the location in energy of the eigenstates depicted in Fig. 2. (c) The estimated dc conductivity as a function of doping (location of the Fermi level) computed with the Kubo formula [Eq. (1)].](image-url)
FIG 2(color). Spatial character of the local-to-extended transition: energy eigenstates. For a given state of energy $E$ with position as indicated in Fig. 1(b), IPR is the inverse participation ratio (see text), and electron charge density is depicted according to the color. Each atom shown is colored according to the fraction of total charge: black (>1/16), red (>1/64), yellow (>1/256), green (>1/1024), and white (<1/1024, such that at least 75% of the total charge is shown). The electronic states evolve from the tightly localized (midgap) states (a) to weakly coupled “cluster” states (b) and (c), to fragmented multiclusters states (d) and (e), and finally to extended valence states (f).

of two clusters weakly overlapping each other in real space. This could be understood with perturbation theory: two nearly energy degenerate localized clusters weakly overlapping each other will admix to form two new states. One (of several) examples supporting this are two states $|\psi_b\rangle$ and $|\psi_c\rangle$, split by a small energy (10 meV), depicted in Figs. 2(b) and 2(c), which appear to be built from two weakly overlapping clusters. By computing $|\pm\rangle = |\psi_b\rangle \pm |\psi_c\rangle$, we obtain new states much more localized than $|\psi_b\rangle$ or $|\psi_c\rangle$ and resembling the upper (+) or lower (−) clusters in Figs. 2(b) and 2(c). The states $|\pm\rangle$ are nearly localized eigenstates of $H$, since $|\psi_b\rangle$ and $|\psi_c\rangle$ are almost degenerate. For energies near the mobility gap we conjecture the existence of cluster states $|\alpha\rangle$; exact localized eigenstates due to a given isolated distortion. The states of Fig. 2, especially Figs. 2(b) and 2(c) are interpreted as mixtures of overlapping, nearly degenerate cluster states $|\alpha\rangle$. $|\pm\rangle$ are approximations to the $|\alpha\rangle$, since $|\pm\rangle$ are not ideally isolated from each other in this model with its realistic distribution of defects. This
is reasonable, since major defects induce local (cluster) states [4]: more common, milder defects induce less localized cluster states which overlap in realistic models of $a$-Si, and are therefore not isolated, but whose existence can be inferred from the eigenstates (perturbatively, superpositions of the cluster states). We next displaced one atom with largest localization from the upper cluster of either Fig. 2(b) or Fig. 2(c), 0.09 Å and recomputed eigenstates. A cluster similar to the lower cluster was a new eigenstate with an energy between original states $|\psi_c\rangle$ and $|\psi_o\rangle$. The displacement pushed $|+\rangle$ “off resonance,” with $|-\rangle$, as our model would predict.

We note that the dc conductivity plotted in Fig. 1(c) begins from zero just at the energy where the electronic states begin to proliferate into multiple clusters. For deeper valence states, eigenfunctions consist of three or more clusters and become “quasiextended.” Now states are more complicated and could not easily be decomposed into primitive localized clusters. Still, for a small band-tail energy range, we find that the same small clusters appear in different eigenstates. This means that the eigenstates are still built by mixing several clusters of similar energies. In Figs. 2(d)–2(e), the two states contain more than seven clusters each. Of these seven, the two upper-left clusters and the middle one in both are similar. As the energy moves deep into the band, the charge density becomes extended and uniform as shown in Fig. 2(f).

Our qualitative picture of the local to extended transition in $a$-Si, based on our detailed calculations, is the following: As severe distortions are rare, clusters stemming from such distortions are probably isolated from each other and, if isolated, are localized energy eigenstates. For less severe distortion, the probability of occurrence increases, and the size of associated clusters is also larger. Then the chance of finding another cluster of similar energy in the neighborhood increases. As the distortion becomes less severe, two, three, or more clusters could mix together. At some point, clusters can always find “overlapping energy partners,” and they mix together to enable electronic connectivity. This state of affairs can be identified with the “mobility edge.” In some ways, our model resembles results from classical percolation theory for conductivity [16].

Our “resonant cluster proliferation” model can be roughly formalized in an effective or “coarse grained” Hamiltonian valid in the band-tail and midgap region,

$$\hat{H}_{\text{tail}} = \sum_{\alpha} E_{\alpha} |\alpha\rangle \langle \alpha | + \sum_{\alpha \beta (\alpha \neq \beta)} |\alpha\rangle \xi_{\alpha \beta} |\beta\rangle,$$

where basis state $|\alpha\rangle$ is a localized cluster (which will consist of many atoms). In this representation, the basis functions are localized energy eigenstates with eigenvalue $E_{\alpha}$ of the Hamiltonian in the absence of other defects with which mixing occurs. $|+\rangle$ and $|-\rangle$ above are close approximations to the $|\alpha\rangle$. $E_{\alpha}$ is determined by the distortion. In real amorphous solids, the cluster states may significantly overlap. $\xi_{\alpha \beta}$ represents the coupling between clusters $|\alpha\rangle$ and $|\beta\rangle$. In the spirit of Hüückel theory [17], we can take $\xi_{\alpha \beta} \sim (E_{\alpha} + E_{\beta}) S_{\alpha \beta}/2$ for $S_{\alpha \beta} = \langle \alpha | \beta \rangle$. Then, in first order perturbation theory, the formation of eigenstates of $H$ from these clusters becomes obvious; the first order correction to the zeroth-order (cluster) state $|\alpha\rangle$ is $\sum_{\beta \neq \alpha} \Gamma_{\alpha \beta} |\beta\rangle$, where $\Gamma_{\alpha \beta} = (E_{\alpha} + E_{\beta}) S_{\alpha \beta}/2(E_{\alpha} - E_{\beta})$. The strong mixing for small energy denominators ($E_{\alpha} = E_{\beta}$) and the role of the overlap are indicated. We will develop this approach further elsewhere [13].
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